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Comparametric Equations with Practical Applications
In Quantigraphic Image Processing

Steve Mann

Abstract—t is argued that, hidden within the flow of signals Il. WYCKOFF PRINCIPLE AND THE RANGE OF LIGHT
from typical cameras, through image processing, to display media,

is a homomorphic filter. While homomorphic filtering is often de- The quantity of light falling on an image sensor array, or the
sirable, there are some occasions where it is not. Thus, cancellation '

of this implicit homomorphic filter is proposed, through the intro- like, is a real valued function(z, y) of two real variables: and

duction of an antihomomorphic filter. This concept gives rise to ¥- An image is typically a degraded measurement of this func-
the principle of quantigraphic image processing, wherein it is ar- tion, where degredations may be divided into two categories,

gued that most cameras can be modeled as an array of idealizedthose that act on the domaim,y) and those that act on the
light meters each linearly responsive to a semi-monotonic function rangeq. Sampling, aliasing, and blurring act on the domain,

of the quantity of light received, integrated over a fixed spectral hil . includi tizati . dth i
response profile. This quantity is neither radiometric nor photo- while noise (including quantization noise) an € nonlinear re-

metric, but, rather, depends only on the spectral response of the SPOnse function of the camera act on the rapge
sensor elements in the camera. A particular class of functional  Registering and combining multiple pictures of the same sub-

equations, called comparametric equations, is introduced as a basis ject matter will often result in an improved image of greater def-

for quantigraphic image processing. Comparametric equations are jniion There are four classes of such improvement:
fundamental to the analysis and processing of multiple images dif-

fering only in exposure. The well-known “gamma correction” of 1) increased spatial resolution (domain resolution);

an image is presented as a simple example of a comparametric  2) increased spatial extent (domain extent);
equation, for which it is shown that the underlying quantigraphic 3) increased tonal fidelity (range resolution);

function does not pass through the origin. For this reason it is ar- 4) i dd - tent
gued that exposure adjustment by gamma correction is inherently ) increased dynamic range (range extent).

flawed, and alternatives are provided. These alternatives, when ap-
plied to a plurality of images that differ only in exposure, give rise
to a new kind of processing in the “amplitude domain” (as opposed

to the time domain or the frequency domain). While the theoret- Th ti f duci bett ict b bini |
ical framework presented in this paper originated within the field € nolion of producing a better picture by combining mul-

of wearable cyberetics (wearable photographic apparatus) in the fiple input pictures has been well-studied with regards to the
1970s and early 1980s, it is applicable to the processing of imagesdomain(z, i) of these pictures. Horn and Schunk, for example,

from nearly all types of modern cameras, wearable or otherwise. provide means of determining optical flow [3], and many re-
This paper is a much revised draft of a 1992 peer-reviewed but ¢asrchers have then used this result to spatiatiyster mul-
unpublished report by the author, entitled “Lightspace and the . | . . . . . -
Wyckoff principle.” tiple images in order to provide a single image of increased spa-
principle. . . . ) . - -
tial resolution and increased spatial extent. Subpixel registration
methods such as those proposed by [4] and [5] attempt to in-
creasalomain resolutionThese methods depend on slight (sub-
pixel) shift from one image to the next. Image compositing (mo-
saicking) methods such as those proposed by [6]-[8] attempt to
. INTRODUCTION increasedomain extentThese methods depend on large shifts

HE theory of quantigraphic image processing, with con{lOm one image to the next. _ _ _

parametric equations, arose out of the field of wearable cy-Meéthods that are aimed at increasigmain resolutiorand
bernetics, within the context of so-called mediated reality (MR}OMain extentend to also improve tonal fidelity, to a limited
[1] and personal imaging [2]. However, it has potentially mucfXtent, by virtue of a signal averaging and noise reducing ef-
more widespread applications in image processing than just {fgt- However, we shall see in what follows, a generalization of
wearable photographic personal assistant for which it was d8€ concept of signal averaging called quantigraphic signal av-
veloped. Accordingly, a general formulation that does not ne@f@gding. This generalized signal averaging allows images of dif-

essarily involve a wearable photographic system will be giveffrént exposure to be combined to further improve upon tonal
fidelity (range resolutiol beyond improvements possible by

traditional signal averaging. Moreover, the proposed method-

Manuscript received March 31, 1999; revised March 1, 2000. The associQtl@gy d.rastlclally Increases dynamlc ranger(qg eXter)t ‘]us.t
editor coordinating the review of this manuscript and approving it for public&s spatial shifts in the domafm, ) improve the image, we will

A. What is Good for the Domain is Good for the Range

Index Terms—Comparametric equation, comparametric plot,
image processing, lightspace, personal imaging, photography,
quantigraphic imaging, wearable cybernetics, Wyckoff principle.

tion was Dr. Michael Frater. , _also see how exposure shifts (shifts in the rapyean, with the
The author is with the Department of Electrical and Computer Englneerlnﬂf d hodol Iti . h
University of Toronto, Toronto, Ont., M5S 3G4, Canada. Proposed methodology, resultin even greater improvents to the
Publisher Item Identifier S 1057-7149(00)06143-1. Image.

1057-7149/00$10.00 © 2000 IEEE



1390 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 9, NO. 8, AUGUST 2000

B. Extending Dynamic Range and Improvement of Range accepts that there will be a particular spectral response of the
Resolution by Combining Differently Exposed Pictures of thecamera, which will define the quantigraphic upiEach camera
Same Subject Matter will typically have its own quantigraphic unit. In this way, the

The principles of quantigraphic image processing and the rfc@Mera may be regarded as an array of lightmeters, each being
tion of using differently exposed pictures of the same subjé@SPonsive to the quantigral
matter to make a picture composite of extended dynamic range o
was inspired by the pioneering work of Charles Wyckoff who q(z,y) = / s (2, y, A)s(A) dA 3)
invented so-called “extended response film” [9], [10]. ) _ 0 _ S _

Most everyday scenes have a far greater dynamic range tM\g}?reqSS is the spatially varying spectral distribution of light
can be recorded on a photographic film or electronic imagirg!ling on the image sensor.
apparatus. However, a set of pictures, that are identical excepl NUS, varying numbers of photons of lesser or greater energy
for their exposure, collectively show us much more dynami&duency times Planck’s constant) are absorbed by a given el-
range than any single picture from that set, and also allow tRE1€Nt Of the sensor array, and, over the temporal quantigration
camera’s response function to be estimated, to within a sin§i@€ of a single frame in the video sequence (or the exposure

constant scalar unknown [6], [11], [12]. time of a stillimage) result in the photoquantity given by (3).
A set of functions In the case of a color camera, or other color procegsesy)
is simply a vector quantity. Color images may arise from as
fi(x) = fkig(x)) (1) little as two channels, as in the old bichromatic (orange and

. blue) motion pictures, but more typically arise from three chan-
wherefk; are scalar constants, is known as a Wyckoff set [Gle|s or sometimes more as in the four color offset printing, or
[12]. A Wyckoff set of functions f;(x) describes a set of im- gyen the high quality Hexachrome printing process. A typical
ages differing only in exposure, when= (z,y) is the con- 4oy camera might, for example, include three channels, e.g.,
ynuoys spatial coqrdmate_of the focal pla_ne of.an eleptrorn[l&j(x’y), 4,(z. 1), @(z, )], where each component is derived
imaging array (or piece of film)y is the quantity of lightfalling ¢rom 5 separate spectral sensitivity function. Alternatively, an-
on the array (or film), andf is the unknown nonlinearity of i, qr space such as YIQ, YUV, or the like, may be used, in
the camera’s (or combined film’s and scanner’s) response fugsich for example, the Y (luminance) channel has full reso-
tion. Generally.f is assumed to be a pointwise function, €.gjytion and the U and V channels have reduced (e.g., half in each
Invariant tox. linear dimension giving rise to one quarter the number of pixels)
spatial resolution and reduced quantizational definition. In this
paper, the theory will be developed and explained for greyscale

The quantity,g, in (1), is called thephotoquantigraphic images, where it is understood that most images are color im-
quantity [13], or just the photoquantity (or photoq) for shorages, for which the procedures are applied either to the sepa-
This quantity is neither radiometric (e.g. neitheadiance rate color channels, or by way of a multichannel quantigrahic
nor irradiance) nor photometric (e.g. neithduminancenor analysis. Thus in both cases (greyscale or color) the continuous
illuminancg. Most notably, since the camera will not necesspectral informatiom, () is lost through conversion to a single
sarily have the same spectral response as the human eyep@mber or to typically three numbers,., ¢,, ¢;. Although it is
in particular, that of the photopic spectral luminous efficienc¥asiest to apply the theory of this paper to color systems having
function as determined by the CIE and standardized in 192stinct spectral bands, there is no reason why it cannot also
q is neither brightness, lightness, luminance, nor illuminancge applied to more complicated polychromatic, possibly tensor,
Instead, quantigraphic imaging measures the quantity of ligtantigrals.
integrated over the spectral response of the particular camer@rdinarily cameras give rise to noise, e.g., there is noise from
system the sensor elements and further noise within the camera (or

o0 equivalently noise due to film grain and subsequent scanning of
q= / 2:(A)s(A) dA (2) afilm, etc.). Thus a goal of quantigraphic imaging is to attempt
0 to estimate the photoquantity in the presence of noise. Since
whereg, () is the actual light falling on the image sensor and,(\) is destroyed, the best we can do is to estimaf€husq
s is the spectral sensitivity of an element of the sensor arrayidtthe fundamental or “atomic” unit of quantigraphic image pro-
is assumed that the spectral sensitivity does not vary acrossdhssing.
sensor array.

C. Photoquantityy

E. Accidentally Discovered Compander

D. Camera as an Array of Lightmeters Most cameras do not provide an output that varies linearly

The quantityq reads in units that are quantifiable (e.g. linwith light input. Instead, most cameras contain a dynamic range
earized or logarithmic), in much the same way that a photoempressor, as illustrated in Fig. 1. Historically, the dynamic
graphic light meter measures in quantifiable (linear or logaange compressor in video cameras arose because it was found
rithmic) units. However, just as the photographic light meter imhat televisions did not produce a linear response to the video
parts to the measurement its own spectral response (e.g., a Igghal. In particular, it was found that early cathode ray screens
meter using a selenium cell will impart the spectral responpeovided a light output approximately equal to voltage raised
of selenium cells to the measurement) quantigraphic imagit@the exponent of 2.5. Rather than build a circuit into every
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Fig. 1. Typical camera and displayight from subject matter passes through lens (typically approximated with simple algebraic projective geometry, e.g. an
idealized “pinhole”) and is quantified in units “q” by a sensor array where nejsis also added, to produce an output which is compressed in dynamic range
by a typically unknown functiorf. Further noise: ; is introduced by the camera electronics, including quantization noise if the camera is a digital camera and
compression noise if the camera produces a compressed output such as a JPEG image, giving rise to an oufplt imadée apparatus that converts light

rays intof1 (x, y) is labeled CAMERA. The imag¢; is transmitted or recorded and played back into a DISPLAY system where the dynamic range is expanded
again. Most cathode ray tubes exhibit a nonlinear response to voltage, and this nonlinear response is the expander. The block labeled “expaated Sde

effect of the display, and is not usually a separate device. It is depicted as a separate device simply for clarity. Typical print media also ebhdazit sasponse

that embodies an implicit “expander.”

DYNAMIC RANGE COMPRESSORS DYNAMIC RANGE EXPANDERS

television to compensate for this nonlinearity, a partial compen 10
sation (exponent of 1/2.22) was introduced into the televisior e
camera at much lesser total cost since there were far more tel, *° S
visions than television cameras in those days before Widesprez%l6
deployment of video surveillance cameras and the like. Indeecg

/
power/
law /

photoquantity, q
N

the original model of television is suggested by the names og / 4 L

some of the early players: ABC (American Broadcasting Corpo-® 051/, ogarthmic . anog, 7

ration); NBC (National Broadcasting Corporation); etc.. Names |/ .~ Bowerlaw

like this suggest that they envisioned a national infrastructure it o;—————+ 3 S B vEmrr e

photoquantity, q renormalized signal level, f1

which there would be one or two television cameras and mil-
lions of television receivers. , . N .
. L Fig. 2. The power law dynamic range compression implemented inside

.TthUQh a very fortunate and amazing C_C)'n(?'dence' t'he |0ig(')st cameras has approximately the same shape of curve as the logarithmic
arithmic response of human visual perception is approxmatedmction, over the range of signals typically used in video and still photography.
the same as the inverse of the response of a television tube (%I ilarly, the power law response of typical cathode ray tubes, as well as

. . of typical print media, is quite similar to the antilog function. Therefore,
human visual response tgr_ns outto be approximately the Samey@Sict of doing conventional linear filtering operations on images obtained
the response of the television camera) [14], [15]. For this reas@nm typical video cameras, or from still cameras taking pictures intended for
processing done on typical video signals will be on a percethMpical pri‘nt media, is_, in effect, homomorphic filtering with an approximately

. ogarithmic nonlinearity.
ally relevant tone scale. Moreover, any quantization on such a
video signal (e.g. quantization into 8 bits) will be close to ideal
in the sense that each step of the quantizer will have associaed expanders) in audio. Both the accidentally occurring com-
with it a roughly equal perceptual change in perceptual unitspression and expansion of picture signals and the deliberate

Fig. 2 shows plots of the compressor (and expander) usesk of logarithmic (or mu-law) compression and expansion of
in video systems together with the corresponding logarithaudio signals serve to allow 8 bits to be used to often encode
log(q + 1), and antilogarithmexp(q) — 1, plots of the human these signals in a satisfactory manner. (Without dynamic
visual system and its inverse. (The plots have been normalizedige compression, 12 to 16 bits would be needed to obtain
so that the scales match.) satisfactory reproduction.)

With images in print media, there is a similarly expansive ef- Most still cameras also provide dynamic range compression
fect in which the ink from the dots bleeds and spreads out bnilt into the camera. For example, the Kodak DCS-420 and
the printed paper, such that the mid tones darken in the print. BS€S-460 cameras capture internally in 12 bits (per pixel per
this reason printed matter has a nonlinear response curve similalor) and then apply dynamic range compression, and finally
in shape to that of a cathode ray tube (e.g., the nonlinearity eutput the range-compressed images in 8 bits (per pixel per
pands the dynamic range of the printed image). Thus camecafor).
designed to capture images for display on video screens have
appro'X|matz.aIy the same kind pf built-in dynamic range come= Why Stockham was Wrong
pression suitable for print media as well.

It is interesting to compare this naturally occurring (and When video signals are processed, using linear filters, there is
somewhat accidental) development in video and print media implicit homomorphic filtering operation on the photoquan-
with the deliberate introduction of companders (compressdity. As should be evident from Fig. 1, operations of storage,
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Fig. 3. The anti-homomorphic filterTwo new elementg—! andf have been inserted, as compared to Fig. 1. Thesestiraate®f the the inverse and forward
nonlinear response function of the camera. Estimates are required because the exact nonlinear response of a camera is generally not parspétifozdinesa
(Many camera vendors do not even disclose this information if asked.) Because of noise in th¢;signdlalso because of noise in the estimate of the camera
nonlinearity f, what we have at the output ¢f-! is notq, but, rather, an estimatg, This signal is processed using linear filtering, and then the processed result
is passed through the estimated camera response fungtishjch returns it to a compressed tone scale suitable for viewing on a typical television, computer, or
the like, or for further processing.

transmission, and image processing take place between apptbat many textbooks and papers that describe image restoration
imately reciprocal nonlinear functions of dynamic range confe.g. deblurring an image) fail to take into account the inherent
pression and dynamic range expansion. nonlinearity deliberately built into most cameras.

Many users of image processing methodology are unaware ofVhat is needed to do this deblurring and other kinds of
this fact, because there is a common misconception that caquantigraphic image processing is ami-homomorphic filter
eras produce a linear output, and that displays respond lineaflge manner in which an anti-homomorphic filter is inserted
In fact there is a common misconception that nonlinearities into the image processing path is shown in Fig. 3.
cameras and displays arise from defects and poor quality cir-Consider an image acquired through an imperfect lens that
cuits, when in actual fact these nonlinearities are fortuitousiyparts a blurring to the image. The lens blurs the actual spa-
present in display media and deliberately present in most catimspectral (spatially varying and spectrally varying) quantity of
eras. light ¢ss(z,y, A), which is the quantity of light falling on the

Thus, the effect of processing signals suclfi@s Fig. 1 with  sensor array just prior to beimgeasuredy the sensor array
linear filtering is, whether one is aware of it or not, homomor-
phic filtering. Gss(x,y, A) = // Bz — u,y — v)qss(u, v, \) du dv. (4)

Stockham advocated a kind of homomorphic filtering opera-
tion in which the logarithm of the input image was taken, fol- This blurred spatiospectral quantity of lights(z,y, ) is
lowed by linear filtering (e.g. linear space invariant filters), folthen photoquantified by the sensor array
lowed by taking the antilogarithm [16]. oo

In essence, what Stockham didn’t appear to realize, is that q(z,y) = / Gss (2,9, A)s(A) dA
such homomorphic filtering is already manifest in simply doing 0

ordmary Imegr filtering on _ordlnary plt_:ture signals (whether _ / / / B(x — 1,y — v)qss(u, v, \)
from video, film, or otherwise). In particular, the compressor 0 —oo J—oo

gives an imagef; = f(q) = ¢/2%2 = ¢"* (ignoring noise - s(\) du dv d\

nq andn ;) which has the approximate effect ff = f(q) = oo oo

log(q + 1) (e.g., roughly the same shape of curve, and roughly = / / Ba = u,y —v)

the same effect, e.g., to brighten the mid-tones of the image prior e

to processing), as shown in Fig. 2. Similarly a typical video dis- . </ @55 (1, v, A)s(A) dA) du dv

play has the effect of undoing (approximately) this compression, Mo

e.g. dNarlkening thg [nid—tones of the image after processing with — / / B(z —u,y — v)q(u,v) dudv  (5)
q=Jf""(h)= " —eo J—eo

Thus in some sense what Stockham did, without really rgmich is just the blurred photoquantity
alizing it, was to apply dynamic range compression to alreadyThys the antihomomorphic filter of Fig. 3 can be used to
range compressed images, then do linear filtering, then applyiter undo the effect of lens blur than traditional linear fil-
d_ynan_1ic range e>_<pansion to images being fed to already exP@dting which simply applies linear operations to the sigfal
sive display media. and therefore operates homomorphically rather than linearly on
the photoquantity;.

Thus we see that in many practical situations, there is an ar-
ticulable basis for doing exactly the opposite of what Stockham

There exist certain kinds of image processing for which it sdvocated (e.g., expanding the dynamic range of the image be-
preferable to operate linearly on the photoquantituch op- fore processing and compressing it afterward as opposed to what
erations include sharpening of an image to undo the effect of theockham advocated which was to compress the dynamic range
point spread function (PSF) blur of alens. Itis interesting to nobefore processing and expand it afterward).

G. On the Value of Doing the Exact Opposite of What
Stockham Advocated
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H. Using Differently Exposed Pictures of the Same Subject ¢; is also typically based on an estimate of the camera response
Matter to Get a Better Estimate of function f, which is also based on considering a plurality of

Because of the effects of noise (quantization noise, sendifferently exposed imaggf-,A'thOUQh we could just assume a
noise, etc.), in practical imaging situations, the Wyckoff set thd@neric functionf(q) = ¢, in practice,f varies from camera

describes a plurality of pictures that differ only in exposure (fz camera. We can, however, make certain assumptions gbout
should be rewritten that are reasonable for most cameras, such as the fagtdoats

not decrease whepis increased (thaf is semimonotonic), and
fi(x) = flkig(x) +ng,) + 1y, (6) that it is usually smooth, and th#{0) = 0. In what follows, it
will be shown howk and f are estimated from multiple differ-
where each image has associated with it a separate realiza€ibtly exposed pictures. For the time being, let us suppose that
of a quantigraphic noise procesg and an image noise processhey have been successfully estimated, so that we can calculate
n s which includes noise introduced by the electronics of the dg: from each of the input images Such calculations, for each
namic range compressgt and other electronics in the cameranput image:, give rise to a plurality of estimates f which
that affect the signahfter its dynamic range has been comin theory would be identical, were it not for noise. However, in
pressed. In the case of a digital cameraalso includes quan- practice, because of noise, the estimatesre each corrupted
tization noise (applied after the image has undergone dynaritigifferent waysTherefore it has been suggested, that multiple
range compression). Furthermore, in the case of a camera thifierently exposed images may be combined together to pro-
produces a data-compressed output, such as the Kodak DC26l¢ a single estimate af which can then be turned into an
which produces JPEG images; also includes data-compres-image of greater dynamic range, greater tonal resolution, and
sion noise (JPEG artifacts, etc., which are also applied to ti@sser noise [6], [12]. In particular, the criteria under which col-
signal after it has undergone dynamic range compression). Reéstive processing of multiple differently exposed images of the
again to Fig. 1. same subject matter will give rise to an output image which is
If it were not for noise, we could obtain the photoquantity acceptable at every poift, ») in the output image, are sum-
from any one of a plurality of differently exposed pictures of thenarized below.

same subject matter, e.g. as Wyckoff signal/noise criteria:V(zo,40) €  (x,¥),
1 Elkiq(azo, yo) such that
q= k_zf_l(fz) (7) 1) kiq(.’to,yo) > Nyg,s

_ _ 2) ci(a(wo,90)) > ci((1/ki) f~H(ny,)).
ggg;;zgtoe;ﬁegfs ?:1 ?I;nmg‘zrri?mgﬁr:g?c!lr?‘\::\li ffrc())nr:)] tsh?ro The first criterion indicates that for every pixel in the output
! ICity assumption. : roniclty W age, at least one of the input images provides sufficient ex-
the fact that we expect pixel values to either increase or stg
e

the same with increasin ntity of liaht falling on the im dsure at that pixel location to overcome sensor naige, The
€ same creasing quantity otlight fatling on th€ Image, -, criterion states that of those at least one input images, at

sensof. However, because of noise, we obtain an advant st one of them provides an exposure that falls favorably (e.g.

by caeturmg mu|t|p|e”p|c_tures that differ or_1|y N EXposure. Th% neither overexposed nor underexposed) on the response curve
dark (“underexposed”) pictures show us highlight details of t & the camera. so as not to be overcome by camera ngise

scene that would have been overcome by noise (e.g., washe h in which diff " di fth
out) had the picture been “properly exposed.” Similarly, the € manner in which ditierently exposed Images of tn€ same

light pictures show us some shadow detail that would n ybjectmatterarecomblned is illustrated, by way of an example

have appeared above the noise threshold had the picture blggﬂlvmg thre_e Input images, in Fig. 4.
“oroperly exposed.” Moreover, it has been shown [11] that the const&pts well

Each image thus provides us with an estimate of the act@si the unknown nonlinear response function of the camera can
be determined, up to a single unknown scalar constant, given

photoquantityy ) X .
nothing more than two or more pictures of the same subject
_ 1 P —np) —ng) ®) matter, in which the pictures differ only in exposure. Thus the
1= k; P T P reciprocal exposures used to tonally register (tonally align) the

. . ) . . .. multiple input images are estimatdg/;, in Fig. 4. These ex-
Wherenq_i is th_e quantlg_raphlc noise ass_omatgd with IM&YE hosure estimates are generally made by applying an estimation
andny, is the image noise for image This estimate of, ¢ gigorithm to the input images, either while simultaneously esti-
may be written mating f, or as a separate estimation process (sjhoaly has
X 1., to be estimated once for each camera but the expdsusees-
G=z f=(f) (9) timated for every picturé that is taken).
! Owing to the large dynamic range that some Wyckoff sets
whereg; is the estimate of based on considering imageand can cover, small errors ifi tend to have adverse effects on the
k; is the estimate of the exposure of imagleased on consid- overall estimatej. Thus it may be preferable to estimafeas
ering a plurality of differently exposed images. The estimatexiseparate process (e.g. by taking hundreds of exposures with

. . L the camera under computer program control). Ofteknown
1Except in rare instances where the illumination is so intense as to damage

Neevious| d), thén can be estimated f icul
imaging apparatus, as, for example, when the sun burns through photogra;gtﬁ'@v'olus y measured), thén can be estimated for a particular
negative film and appears black in the final print or scan. set of Images.
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Fig. 4. Wyckoff principleMultiple differently exposed images of the same subject matter are captured by a single camera. In this example there are three different
exposures. The first exposure (CAMERA set to exposure 1), gives rise to an expogutiee second té- g and the third toc; . Each exposure has a different
realization of the same noise process associated with it, and the three noisy pictures that the camera provides afg, denatedif;. These three differently
exposed pictures comprise a noisy Wyckoff set. In order to combine them into a single estimate, the ¢ffeatrafone with an estimatg,that represents our

best guess of what the functigfis. While many video cameras use something close to the stayidardq®-*> function, it is preferable to attempt to estimate

f for the specific camera in use. Generally this estimate is made together with an estimate of the expoadiersre-expanding the dynamic ranges wfth',

the inverse of the estimated exposutéé; are applied. In this way, the darker images are made lighter and the lighter images are made darker so that they all
(theoretically) match. At this point the images will all appear as if they were taken with identical exposure, except for the fact that the picumestihighter

to start with will be noisy in lighter areas of the image and those that had been darker to start with will be noisy in dark areas of the image. Thas satipgy th
applying ordinansignal averaginga weighted average is taken. The weights are the spatially vacgintainty functionsc; (x, y). These certainty functions turn

out to be the derivative of the camera response function shifted up or down by an dmolmpractice, sincef is an estimate, so is;, so it is denoted:; in

the figure. The weighted sum g, y), the estimate of the photoquantifyx, y). To view this quantity on a video display, it is first adjusted in exposure, and
may be adjusted to a different exposure level than any of the exposure levels used in taking the input images. In this figure, for illustrativet feiggoseshe
estimated exposure of the first imade, The result is then range-compressed vfitfor display on an expansive medium (DISPLAY).

The final estimate fog, depicted in Fig. 4, is given by how quickly the output (pixel value or the like) of the camera
varies for given input. In the case of a noisy camera, especially

TR G4, y)) ) a digital camera where quantization noise is involved, generally

- . k; the output of a camera will be most reliable where it is most

i(ry) = —=—= - (10)  sensitive to a fixed change in input light level. This point where
Z K Z éi(a(e, v)) the camera is most responsive to changes in input is at the

’ ’ peak of the certainty functior. The peak inc tends to be

where¢; is given by near the middle of the camera’s exposure range. On the other
hand, where the camera exposure input is extremely large or
dfi(z,y) df(/;ig(% ) small (e.g. the sensor is very much overexposed or very much

¢i(log(a(z,v))) = dlogd(z,y)  dlogg(z,y)

(11) underexposed), the change in output for a given input is much
less. Thus the output is not very responsive to the input and the
from which we can see thaf(log(g)) are just shifted versions change in output can be easily overcome by noise. Ettesds
of ¢(log(q)), e.g. dilated versions ef g). to fall off toward zero on either side of its peak value.
The intuitive significance of the certainty function is that The certainty functions are functions@fWe may also write
it captures the slope of the response function which indicatée uncertainty functions, which are functions of pixel value in
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the image (e.g., functions of greyvaluefy, as A. Misconceptions About Gamma Correction

So-calledgamma correctior{raising the pixel values in an
di(fi(z,y)) (12) image to an exponent) is often used to lighten or darken images.
dfi(z,y) While gamma correction does have important uses, such as
lightening or darking images to compensate for incorrect display
and its reciprocal is the certainty functi@hin the domain of gettings, it will now be shown that when one uses gamma correc-
the image (e.g., the certainty functionpixel coordinate} tion to lighten or darken an image to compensate for incorrect
exposure, that whether one is aware of it or not, one is making an
Ol y) = (13) unrealisti(_: _assumption aboutthe_camera response function.
’ dF(fi(z,y)) Proposition 1ll.1: Tonally registering differently exposed
images of the same subject matter by gamma correcting them
where =1 = log f. Note thatC is the same for all imageswith exponenty = kI is equivalent to assuming that the
(e.g. for all values of image inde}, whereas:; was defined nonlinear response function of the camerg(g) = exp(q").
separately for each image. For aipyhe functione; is a shifted Proof: The process of gamma correcting an image may be
(dilated) version of any other certainty functiar), where the written

shift (dilation) depends on the log exposufg, (the exposure
k;). 9(q) = f(kq) = (f()" (14)

The final estimate o (10) is simply a weighted sum of thewheref is the original image, anglis the lightened or darkened

estimates frony obtained from each of the input images, Wherﬁnage. Solving forf, the camera response function, we obtain
each input image is weighted by the certainties in that image. ' '

U(xay) =

1) Exposure interpolation and extrapolatiorfhe architec- flg) = exp(qr), (15)
ture of this process is shown in Fig. 5, which depicts an image
acquisition section (in this illustration, of three images), fol- O

lowed by an analysis section (to estimage followed by a We see that the response function (15) does not pass through
resynthesis section to generate an image again at the outputff origin, e.g.f(0) = 1, not zero. Since most cameras are
this case four different possible output images are shown). designed so that they produce a signal level output of zero when
The output image can look like any of the input images, btfte light input is zero, the functiofi(q) does not correspond to
with improved signal to noise ratio, better tonal range, bettgrrealistic or reasonable camera response function. Even media
color fidelity, etc. Moreover, an output image can be an interpammh does not itself fall to zero at zero exposure (like film, for
lated or extrapolated version in which it is lighter or darker tha@xample) is ordinarily scanned in such a way that the scanned
any of the input images. It should be noted that this process@tput is zero for zero exposure, assuming that dhe,
interpolation or extrapolation provides a new way of adjustingninimum density for the particular emulsion being scanned)
the tonal range of an image. The process is illustrated in Fig.i$.Properly set in the scanner. Therefore it is inappropriate
The image synthesis portion may also include various kinds &fd incorrect to use gamma correction to lighten or darken
deblurring operations, as well as other kinds of image shafferently exposed images of the same subject matter, when
ening and lateral inhibition filters to reduce the dynamic rangge goal of this lightening or darkening is tonal registration
of the output image without loss of fine details, so that it can K&'aking them look the “same,” apart from the effects of noise
printed on paper or presented to an electronic display in suckich will be accentuated in the shadow detail of the images

way as to have optimal tonal definition. that are lightened and the highlight detail of images that are
darkened).
ll. COMPARAMETRIC IMAGE PROCESSING COMPARING B. Comparametric Plots and Comparametric Equations
DIFFERENTLY EXPOSEDIMAGES OF THE SAME SUBJECT

To understand the shortcomings of gamma correction, and
to understand some alternatives, the concept of comparametric
As previously mentioned, comparison of two or more differequations and comparametric plots will now be introduced.
ently exposed images may be done to determjroe simply to Equation (14) is an example of what is called@npara-
tonally register the images without determinipngAlso, as pre- metric equatiof17].
viously mentioned, tonal registration is more numerically stable Comparametric equatiorere a special case of the more gen-
than estimation of, so there are some advantages to compareral class of equations calléghctional equationgl8] andcom-
metric analysis and comparametric image processing in whighrametric plotsare a special case of the more general class of
one of the images is selected as a reference image, and otherplats calledparametric plots
expressed in terms of this reference image, rather than in term3he notion of a parametric plot is well-understood. For ex-
of ¢. Typically the darkimages are lightened, and/or the lightinample, the parametric pl6t cos(q), r sin(q)) is a plot of a circle
ages are darkened so that all the images match the selectedaifadiusr. Note that it does not depend explicity gnso long
erence image. Note that in such lightening and darkening opas-the domain of includes at least all points on the interval
ations, full precision is retained for further comparametric prérom 0 to 27, modulo2r.
cessing. Thus all but the reference image will be stored as arA comparametric plot is a special kind of parametric plot in
array of floating point numbers. which a functionf is plotted against itself, and in which the

MATTER
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examples of four synthetic images from a variety of extrapolated or interpolated exposure levels

Fig. 5. Quantigraphic image exposure adjustment on a Wyckoff\attiple (in this example, 3) differently exposed (in this example by two aperture stops)
images are acquired. Estimatesydfom each image are obtained. These are combined by weighted sum. The weights are the estimates of the certainty function
shifted along the exposure axis by an amount given by the estimated exposure for each image. From the estimated phgtogesmtityore output images may

be generated by multiplying by the desired synthetic exposure and passing the result through the estimated camera nonlinearity. In this esgnthletjdou
pictures are generated. These are extrapolated and interpolated versions of the input exposures. The result is a “virtual camera” [17] in uvhichrab@ct
generated as if the user were free to select the original exposure settings that had been used on the camera originally taking the input images.

parameterization of the ordinate is a linearly scaled parame- Proposition 111.2: When a functionf(g) is monotonic, the

terization of the abscissa. comparametric plogf(q), f(kq)) can be expressed as a mono-
More precisely, the comparametric plot is defined as followsonic functiong(f) not involvingq. O
Definition 111.1: A plot along coordinate$f(q), f(kq)) is Thus the plot in Definition I1.1 may be rewritten as a plot

called acomparametric plof17] of the functionf(q). O (f,g(f)), notinvolvingg. In this form, the functiory is called

A function f(¢) has a family of comparametric plots, one fothe comparametric functionand expresses the range of the
each value of the constakitwhich is called theomparametric function f(kq) as a function of the range of the functigifg),
ratio. independently of the domain, of the functionf.
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The plotg defines what is called @mparametric equation: which is a solution to the corresponding comparametric equa-
Definition 111.2: Equations of the forng(f(q)) = f(kq) are tion

called comparametric equations [17]. O . X
A better understanding of comparametric equations may be 9= ((\/5 DS+ 1" =1, VE#O. (20)

had by referring to the following diagram: The comparametric equation (20) forms the basis for zeta cor-

rection of images

k
q - kq g = ((2< - 1)f + 1)1/< -1, V(#0 (21)
ol L f (16) 2/ -1, for ¢ = 0.
o) — flkq) Implicit in zeta correction of images is the assumption of an
g exponential camera response function, which, although not
wherein itis evident that there are two equivalent paths to folldfg&/istic (given that the exponential function expands dynamic
from g to f(kq) range, and most cameras have compressive response functions
rather than expansive response functions), is preferable to
gof=fok 17) gamma correction because of the implicit notion of a response

function for which f(0) = 0.
With standard IEEE arithmetic, values ¢fcan range from

Equation (17) may be rewritten )
approximately—50 to+1000.

g=fokof™?t (18) D. Affine Comparametric Equation and Affine Correction of
Images

which provides an alternative definition afomparametric | this section, one of the two most useful (in the author's

equatlonto that givenin Definition 111.2. , ) opinion) comparametric equations is introduced, giving rise to
Equation (14) is an example of a comparametric equation, alfine correctiorof images. Affine correction is an improvement

(15),i5 a solution of (14). , i over that of zeta correction (which itself was an improvement
Itis often preferable that comparametric equations be on the., gamma correction).

interval from zero to one in the range ff Equivalently stated,

we desire comparametric equations to be on the interval from
zero to one in the domain @gfand the range of. In this case, flg)=a+pBq” (22)

the corresponding plots and equations are said tartheom-

parametric (Actual images typically range from 0 to 255 and!sed by photographers to characterize the response of a va-
must thus be rescaled so that they range from 0 to 1, for unicofigly of photographic emulsions, including so-callextended

First consider the classic model

parametric image processing.) responsdilm [9]. It is well known that (22) becomes the equa-
Often we also impose a further constraint t}iéd) = 0, and  tion of astraightline when expressed in logarithmic coordinates,
the constraint thag(0) = 0 andg(1) = 1. if we subtracty (as many scanners such as PhotoCD attempt to

Solving a comparametric equation is equivalent to detef#0 by prompting the user to scan a piece of blank film from the
mining the unknown camera response function from a pair #m trailer before scanning the rest of the roll of film)
images that differ only in exposure, when the comparametric ) _ )
equation represents the relationship between greyvalues in the log(f(q) — @) = ylog(q) + 5. (23)
two pictures, and the comparametric ratig, represents the |t js an interesting coincidence that the comparametric plot of
ratio of exposures (e.g., if one picture was given taken Withjs function (22) is also a straight line.

twice the exposure of the other, then= 2). Proposition I11.3: The comparametric plot corresponding to
the standard photographic response function (22) is a straight
C. Zeta Correction of Images line. The slope i%”, and the intercept ia(1 — &7).

An alternative tgqamma correctiolis proposed. This alterna-  Proof: !_J(f(kQ)) = f(kq) = a+ B(kq)” Re-arranging to
tive, calledzeta correctiopwill also serve as another exampleliminateq givesg = k7(a + ¢”) + (1 — k7) so that
of a comparametric equation.

. ) . . . =k" v(1l — k7). 24

For zeta correction, we simply adjust the exponential solution g fal ) (24)

(15) of the comparametric equation given by traditional gamma O
correction so that the solution passes through the orfgin: = Note that the constaptdoes not appear in the comparametric

exp(g — 1). (For simplicity, and without loss of generality, equation. Thus we cannot determjfiérom the comparametric
has been set tb, the comparametric exposure ratio.) Thgss  equation. The physical (intuitive) interpretation is that we can
(bf +1)7 = (bf +1)*. Preferably (to be unicomparametric) weonly determine the nonlinear response function of a camera up
would like to havey(1) = 1, so we use the response function to a single unknown scalar constant.
Note that (14) looks quite similar in form to (22), and in fact
c?—1 is identical if we setr = 0 andg = 1. However, one must recall
o) = V31 (19 that (14) is a comparametric equation and (22) is a solution to
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a (different) comparametric equation. Thus we must be careédposure correction is unicomparametric (bounded in normal-
not to confuse the two. The first corresponds to gamma corrézed units between 0 and 1) and also has a parameter to control
tion of an image, while the second corresponds to the caméha softness of the transition into tteeandshoulderregions of
response function that is implicit in applying (24) to lighten othe response function, rather than the hard clipping introduced
darken the image. To make this distinction clear, applying (28y (25).
to lighten or darken an image will be calledfine correcting  As with affine correctionthe preferred correctiomill be in-
(e.g. correcting by modeling the comparametric function witthoduced first by its solution, from which the comparametric
a straight line). The special casealfine correctionwhen the equation will be derived. The solution is
intercept is equal to zero will be calldéidear correction

Preferablyaffine correctionof an image also includes a step Fl@) = (q*/(Pq* +1))° (26)
of clipping values greater than 1 to 1, and values less than zer

. : Rich has only three parameters. Thus no extra unnecessary
to zero, in the output image

degrees of freedom (which might otherwise capture or model
noise) have been added over and above the number of degrees
g = min(max(k” f + a(1 — £7),0),1). (25) of freedom in the previous model (22).
An intuitive understanding of (26) can be better had by
If the intercept is zero and the slope is greater than one, the gfwriting it
fect, neglecting noise, of (25), is to lighten the image in a nat-
ural manner that properly simulates the effect of having exposed ¢ — { exp(1/(1 + em(elos@F)e)e g £ 0 @7)
the image with greater exposure. In this case, the effect is the- 0, forg=0

oretically identical to that which would have been obtained kyere the soft transition into the toe (region of underexposure)
using a greater exposure on the camera, assuming the respgps€shouider (region of overexposure) is evident by the shape
function of th_e camera follows t_he power lafv= g7, as many o this curve on a logarithmic exposure scale.

cameras do in practice. Thus it has been shown that the Corryig model may, at first, only seem like a slight improvement
rect way to lighten an image is to apfigear correction not o6 (22), given our common intuition that most exposure in-
gamma correctiorapart from correction of an image to match,mation is ordinarily captured in the central portion that is

an incorrectly adjusted display device or the like, where gammger on the logarithmic exposure plot. However, it is important
correction is still the correct operation to apply). _ that we unlearn what we have been taught in traditional photog-
Here we have worked forward, starting with the solution (22,5 \where incorrectly exposed images are ordinarily thrown
and deriving the comparametric equation (24) of which (22) isgay rather than used to enhance the other images! It must be
solution. Itis much easier to generate comparametric equaltii§phasized that comparametric image processing differs from
from their solutions than it is to solve comparametric equation$, yitional image processing in the sense that in comparametric

The above comparametric equation is both useful and simplg 4 ge processing (using the Wyckoff principle, as illustrated in
The simplicity is in the ease with which it is solved, and by thg;

X sgé% 4 the images typically include some thatdediberatelyun-
fact that the solution happens to be the most commonly usg&exposed and overexposed. In fact this overexposure of some

camera response model in photography. As we will later S§g,ges and underexposure of other images is often deliberately
when processing images, the comparametric function can be@gen, 1o extremes. Therefore, the additional sophistication of
timated by fitting a straight line through data points describinge model (26) is of great value in capturing the essence of a
the comparametric relation between images. However, there gge ¢ images where some extend to great extremes ot
two shortcomings taffine correction shoulderregions of the response function.
1) Itis notinherently unicomparametric so it must be clipped Proposition 111.4: The comparametric equation of which the
to 1 when it exceeds 1 and clipped to zero when it fallsroposed photographic response function (26) is a solution, is

below zero, as shown in (25). given by
2) lts solution,f(g) only describes the response of cameras e
within their normal operating regime. Since the art of g(f) = fE (28)
guantigraphic image processing involves a great deal of (Vf(ke=1)+1)°
image processing done on images that have been deliber- 0

ately and grossly overex'posed or underexposed, there Wﬁeref( = log(k). This function (28) gives rise tihe preferred
need for a comparametric model that captures the essepg&ectionofimages (e.g., the preferred recipe for lightening or

of cameras at both extremes (e.g., both overexposure ﬂ?ﬂkening animage). Again( f) does not depend dnwhich is

underexposure) of exposure. consistent with our knowledge that the comparametric equation
. captures the information gf(¢) up to a single unknown scalar
E. Preferred Correction of Images proportionality constant.

Although affine correctionwas an improvement overeta i i i
correction which itself was an improvement ovgamma cor- - S0me Solutions to Some Comparametric Equations That
rection affine correctionstill has the two shortcomings listed”A'e Particularly lllustrative or Useful
above. Therefore another form of image exposure correction isSome examples of comparametric equations and their solu-
proposed, and it will be called the preferred correction. This néwns are summarized in Table I.
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ILLUSTRATIVE OR USEFUL EXAMPLES OF COMPARAMETRIC EQUATIONS AND THEIR SOLUTIONS. THE THIRD FROM THE TOP AND SECOND FROM THEBOTTOM
WERE FOUND TO DESCRIBE ALARGE VARIETY OF CAMERAS AND HAVE BEEN USED IN A WIDE VARIETY OF QUANTIGRAPHIC IMAGE PROCESSINGAPPLICATIONS
THE SECOND ONE FROM THEBOTTOM IS THE ONE THAT IS MOST COMMONLY USED BY THE AUTHOR

comparametric solution

equation (camera response function)
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G. Properties of Comparametric Equations

TABLE 1

SOME PROPERTIES OFCOMPARAMETRIC EQUATIONS. THIS TABLE COULD BE
) ) ) EXTENDED OVER SEVERAL PAGES, MUCH LIKE AN EXTENSIVE TABLE LISTING
As stated previously, the comparametric equation only PROPERTIES OFLAPLACE TRANSFORMS OR A TABLE OF PROPERTIES

provides information about the actual photoquantity up to a OF FOURIER TRANSFORMS OR THE LIKE
single unknown scalar quantity, e.qg., fifg) is a solution of
comparametric equatiop then so isf(3q). In general we
can think of this as a coordinate transformation frgro 3q,
in the domain off. More generally, the comparametric plot
(f(9),9(f(g))) has the same shape as the comparametric pl
(f(h(9)),9(f(R(q)))), for all bijective h. From this fact, we
can construct a property of comparametric equations in gener
Proposition 1I1.5: A comparametric equatiog(f(q))

9(f(Mq))) = 9(f(q)) has solutionf(g) = f(h(q)), forany  Thissolution also appears in Table I. We may also use this so-

bijective functionh. lution to seed the solution of the comparametric equation second
Likewise, we can also consider coordinate transformationsgiym the bottom of Table I, by usinti(z) = z/(z + 1). The

the range of comparametric equations, and their effects on @Iﬁuaﬂon second from the bottom of Table | may then be fur-
solutions. . . ther coordinate transformed into the equation at the bottom of

Proposmon I1.6: A comparametric equation(f) = h(9), Taple | by usingh(z) = exp(z). Thus properties of compara-
has solutiory’ = h(f), whereg(q) = f(kq) is a comparametric meric equations, such as those summarized in Table Il, can be
equation with solutiory (q) used to help solve comparametric equations, such as those listed

Properties of comparametric equations related to their coi-Table I.
dinate transformations are presented in Table II.

Some simple but illustrative examples of using coordinate
transformation properties to solve comparametric equations ar
now provided.

_Example 1:Letg = af + b, which we know has solution
J = a+pBq, witha = k7 andb = «(1-a). Leth() = O+ns, A Comparing Two Images That Differ Only in Exposure

e.g.his atransformation which consists of simply adding noise.
Thusg(f) = h(g) = § +ny = af +b+ ny, S0 thatg = Without loss of generality, consider two differently exposed

a(f —ny)+b-+n; has solutionf = h(f) = a+Bq +np0 pictures of the same subject mattér,and f>, and recognize
Exarr{ple 2: Frc{m Table 1, observe that the comparametn@at in the absence of noise, the relationship between the two

equationj = af+b has solutiory' = a+3q". Leth() = exp(). 'Ma9S would be

We can thus solve(f) = h(g) = exp(af+b) =exp(alog(f)+

b) = cb f* by noting thatf = h(f) = exp(f) =exp(a+pq7).0

solutions
(camera response functions)

Il
flg) =
f( )

comparametric
equations

g{f () = f(kq)
= g(f), where
G(f), where

(())—"

(4)

1))
wher

(h(g)). ¥ bijective I
(B

(f({a)))
3q)

9=

gif G g
g(f) = §(f(q f(
( = (), where g

fke)

) = !
) !
f) )
( )

) =

16)
W

==

H II

IV. PRACTICAL IMPLEMENTATIONS

el'his section pertains to the practical implementation of the
theory presented in previous sections.

IR == I R (29)
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so that flkg) M@
ftkay) i e
fo=fRfTH) = FTHE(R) +K) (B0)  stagof /
wherek = ks /ky, K = log(ks) — log(k; ), andF = log(f~1). - i Wa,
It is evident that (30) is a comparametric equation. ) flap) fay)  fdy) T & 2

This process (30) of “registering” the second image with the
first differs from the image registration procedure commonly
used in much of machine vision [19]-[22] and image resolu-

tion enhancement [4], [8], [7] because it operates orréinge F;g. 6. Comparamet;ic pr?cedu_ret for fi(?_?fing the Ipoi_ntvsiihse_ nonlinearity
. . of an image sensor from two pictures differing only in their exposures.
f(g(x)), (tonal range) of the imag#; (x) as opposed to itd0- o \pPARAMETRIC PLOT) Plot of pixel values in one image against

main (spatial coordinatesy = (x, v). corresponding pixel values in the other. (RESPONSE CURVE) Points on the
response curve, found from only the two pictures, without any knowledge
about the characteristics of the image sensor. These discrete points are only
B. Comparagram for illustrative purposes. If a logarithmic exposure scale is used, (as most
. . o . photographers do) then the points fall uniformly on €he= log(q/q) axis.
The comparagram is defined as the joint histogram between

two images that differ only in exposure. The comparagram

is a square matrix of siz& by N, where N is the number D. Comparametric Regression to a Straight Line

of greylevels [11], [12]. It can be seen from (30) that the

general problem of solving (30) can be done directly on the The result (24) suggests th#fg) can be determined from
comparagram instead of the original pair of images. Thiwo differently exposed images by applying linear regression
comparametric approach has the added advantage of breakinthe comparagram of the images, treating each entry as a
the problem down into two separate simpler steps: datapoint, and weighting by the number of bin coun(s:, »)

1) comparametric regressioriinding a smooth semimono- at each point. Often this is done by weighting with(m, n))*.
tonic function,g, that passes through most of the highe$tor €xample = 0 (assuming empty bins are not counted)
bins in the comparagram. provides the classic linear regression problem in which all
2) solving the comparametric equationnrolling this func- nonempty bi.ns.are weighted equally an_d th_e slope and intercept
tion, g(f(q)) = f(kq) into f(q/q0), by regarding it an of.the best-fit line through nonempty bins is found. Generally
iterative maponto itself (see Fig. 6.) The iterative map* IS chosen somewhere between 1/4 and 2.
(logistic map) is most familiar in chaos theory [23], [24], A simple example is presented, that of reverse-engineering
but here, since the map is monotonic, the result is a detéhe standard Kodak PhotoCD scanner issued to most major pho-
ministic function. tographic processing and scanning houses. In most situations, a

Separating this estimation process into two stages also allgjgnan operator runs Ehe machine, and decides, by visual inspec-
us a more direct route to “registering” the image domains, if f8ion, what“brightness” level to scan the image at (there is also an
example, we do not need to knafy but only requirey, which @utomatic exposure feature which allows the operator to preview
is the recipe for expressing the rangefdtq) in the units of the scanned image and decicje whether or not.the chosen “pright-
f(q). In particular, we can lighten or darken images to math'PS_S" level negdsto be overrldden). By scanning the same image
one another without ever having to solve §ofThe first part of at different “brightness” settings, a Wyckoff set results. This al-
the above two step process allows us to determine the relatiVS the scanner to capture nearly the entire dynamic range of
ship between two pictures that differ only in exposure, so thite film, whichis of great utility since typical photographic neg-
we can directly perform operations like image exposure interp@tive film captures far greater dynamic range than possible with
lation and extrapolation as in Fig. 5, but skipping the interm&2€ scanner as it is ordinarily used. A photographic negative
diate step of computing Not allimage processing applicationd@ken from a scene of extremely high contrast (a sculpture on
require determining, so there is great value in simply under&xhibit at the List Visual Arts Center, in a completely darkened

standing the relationship between differently exposed pictur@¥m; illuminated with a bare flash lamp from one side only)
of the same subject matter. was selected because of its great dynamic range that could not

be captured in any single scan. A Wyckoff set was constructed
by scanning the same negative at five different “brightness” set-
tings (Fig. 7). The settings were controlled by a slider that was
In situations where the image data is extremely noisy, andfalibrated in arbitrary units from-99 to +99, while running
where a closed-form solution fof(q) is desired, a parame- Kodak’s proprietary scanning software. Kodak provides no in-
terized form of the comparametric function is used, in whicformation about what these units mean. Accordingly, the goal of
a functiong(f) corresponding to a suitably parameterized rehe experiment was to find a closed-form mathematical equation
sponse functiorf(q) is selected. The method amounts tiave  describing the effects of the “brightness” slider on the scans, and
fitting problem in which the parameters @fire selected so thatto recover the unknown nonlinearity of the scanner. In order to
g best fits one or more comparagrams constructed from twormeke the problem a little more challenging and, more impor-
more differently exposed images under analysis. tantly, to better-illustrate the principles of comparametric image

(COMPARAMETRIC PLOT) (RESPONSE CURVE)

C. Comparametric Regression and the Comparagram
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scan at 40

scan at 20

scanat0

scan at —30

scan at —-60
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Fig. 7. These scans from a photographic negative differ only in the choice of “brightness” setting selected using the slider provided on the Xenéeddys
the proprietary Kodak PhotoCD scanning software. The slider is calibrated in arbitrary units-Brto+99. Five scans were done and the setting of the slider
is noted above each scan.

250
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50

crosshist(vO,v1)

......................

crosshist{v1, v2)

crosshist{v2,v3)

crosshist{v3,v4)

50 150 250 50 150 250 50 150 250 50 150 250
Fig. 8. Pairwise comparagrams of the images in Fig. 8. It is evident that the data are well fitted by a straight line, which suggests that Kodak sedstheave u
standard nonlinear response functiffy) = « + B¢~ in the design of their PhotoCD scanner.

/

processing, thémin procedure of scanning a blank film at themiddle image k3 = —30, andky, = —60). Thus (31) gives

beginning of the roll was overridden. us a closed-form solution that describes the response curve as-
Comparagrams;, Ji12, J23, andJs4 were computed from sociated with each of the five exposurg&;q), ¢ € 7,0 <

the five images, throughwv,) of Fig. 7, and are displayed as= ¢ < = 4. The curvesf(k;q) may be differentiated, and, if

density plots (e.g. treating them as images of dimension 256 tyese derivatives are evaluatedyat= (1/k;) {/ fi(z,y) — «,

256 pixels, where the darkness of the image is proportionalttte so-callectertainty imagesshown in Fig. 9 are obtained.

the number of counts—darkness rather than lightness to make iln the next example, the use of the certainty functions to con-

easier to see the pattern) in Fig. 8. Linear regression was appkédict an optimal estimaté(x, y) will be demonstrated.

to the data, and the best-fit straight line is shown passing through _ _

the data points. Because tdenin procedure was overridden,E- Comparametric Regression to the Preferred Model

notice that the plots do not pass through the origin. The twoFor this second example, the comparametric model proposed

leftmost plots had nearly identical slopes and intercepts, aind(28) will be used.

likewise for the two rightmost, which indicates that the arbitrary In many practical situations, real-world images are very

Kodak units of “brightness” are self-consistent (elg. which noisy.

describes the relationship between a scan at a “brightness” of 4Accordingly, an example of noisy images that comprise a

units and one of 20 units is essentially the same@swhich  Wyckoff set (Fig. 10), in which an extremely poor scan was de-

describes the relationship between a scan at a “brightness’libérately used to scan images from a publication [11], is now

20 units and one of 0 units). Since there are three parametergdnsidered.

(22), k, «, and~y, which describe only two degrees of freedom That the images in Fig. 10 are of very poor quality is evi-

(slope and intercept)y may be chosen so that= {/a works denced by their comparagram [Fig. 11(a)]. Using regression of

out to be linearly proportional to arbitrary Kodak units. Thug28) to the joint comparagram combined with the knowledge

setting( {/aier)/( {/arignt) = 20/30 (Wherea,, is the average (from the publication from which the images were obtained

slope of the two leftmost plots and;,,. the average slope of [11]) that X' = 2, it was found that = 0.0017 ande = —3.01.

the two rightmost plots) results in the valge= 0.2254 From  This data provides a closed-form solution for the response func-

this we obtainy = /(1 — a) = 23.88. Thus, we have that  tion. The two effective response functions, which are shifted

versions of this one response function, where the relative shiftis

K, are plotted in Fig. 12, together with their derivatives. (Recall

that the derivatives of the response functions are the certainty

wherek; is in arbitrary Kodak units (e.ge, = 40 for the left- functions.) Since a closed-form solution has been obtained, it

most imagek; = 20 for the next imagek, = 0 for the may be easily differentiated without the further increase in noise

f(kiq) = 23.88 4+ (kq)°-2%* (31)
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c3 cd

Fig. 9. Certainty functionexpress the rate of change (=, y)) with Q(x, y). The certainty functions may be used to computectmtainty imagesf (c;).

White areas in one of theertainty imagesndicate that pixel valueg(q) change fastest with a corresponding change in the photoquaptiti/hen using the
camera as a lightmeter (e.g., a quantigraphic instrument to estifétevill be most sensitive where the certainty images are white. White areas of these certainty
images correspond to mid-grey valuesidtone$ of the corresponding original images in Fig. 7, while dark areas correspond to extreme pixel values (either
highlights or shadows) of the original images in Fig. 7. Black areas ofé¢ninty imagendicate that) changes drastically with small changes in pixel value,

and thus an estimate ¢f in these areas will be overcome by image noise.

(b)

Fig. 10. Noisy images badly scanned from a publication. These images are

rise to an actual estimate of the quantity of light arriving at the
image sensor (9) These esimates were combined by way of (10)
resulting in the composite image appears shown in Fig. 14.

Note that the resulting imagé looks very similar tof;, ex-
ceptthatitis a floating pointimage array, of much greater tonal
range and image quality.

Furthermore, given a Wyckoff set, a composite image may
be rendered at any in-between exposure from the set (expo-
sure interpolation), as well as somewhat beyond the exposures
given (exposure extrapolation). This result suggests the “Virtu-
alCamera” [17] which allows images to be rendered at any de-
sired exposure, onggis computed.

This capability is somewhat similar to QuickTime VR and
other image-based rendering systems, except that it operates in
the range of the image§ rather than their domain.

V. SPATIOTONAL QUANTIGRAPHIC FILTERS

Ordinarily, most print and display media have limited dy-
namic range. Thus one might be tempted to argue against the
utility of the Wyckoff principle based on this fact, e.g. one might
ask “since televisions and print media cannot display more than
a very limited dynamic range, why bother building a Wyckoff
camera that can capture such dynamic ranges?” Why bother
capturing the photoquantigywith more accuracy thanis needed
for display?

Some possible answers to this question are as follows.

1) Estimates of; are still useful for machine vision, and

other applications that do not involve direct viewing of a

final picture. An example is the wearable face recognizer

identical except for exposure and a good deal of quantization noise, additive [25] Wh'_Ch det?rm'nes the 'dem'ty.Of an individual from
noise, scanning noise, etc. (a) Darker image shows clearly the eight people ~ a plurality of differently exposed pictures of that person,

standing outside the doorway, but shows little of the architectural details of the and then presents the identity in the form of a text label
dimly lit interiour. (b) Lighter image shows the architecture of the interiour, but

it is not even possible to determine how many people are standing outside, let (V|rtual name tag) on the retina of an eye of the wearer

alone recognize any of them.

of the eyeglass-based apparatus. Sihneed not be dis-
played, the problem of output dynamic range, etc., of the

that usually accompanies differentiation. Otherwise, when de-  display (e.g. number of distinct intensity levels of the laser

termining the certainty functions from poor estimateg pthe

beam shining into a lens of the eye of the wearer) is of no

certainty functions would be even more noisy than the poor es-  consequence.
timate of f itself. The resulting certainty images, denoted by 2) Even though the ordinary dynamic range and the range

¢(f;), are shown in Fig. 13. Each of the imagéggx, y) gives

resolution (typically 8 bits) is sufficient for print media
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Fig. 11. Comparametric regressiotfa) Comparagram. Note that because the images were extremely noisy, the comparagram is spread out over a fat ridge. Note
also the gaps in the comparagram owing to the poor quality of the scanning process. (b) Even the comparagram of the images prior to the delilz=ately poor

of them is itself quite spread out, indicating the images were quite noisy to begin with. (c) Comparametric regression is used to solve for the pathenete
comparametric function. The resulting comparametric plot is a noise-removed version of the comparagram, e.g., provides a smoothly congaaameetdom
relationship between the two differently exposed images.

Response curves recovered from differently exposed images

‘ : , ‘ (given the deliberately introduced nonlinearities that best
3200 ~ » . use the limited range resolution), when performing op-
?%:1007 | erations such as deblurring, noise artifacts become more
& evident. In general, sharpening involves high pass fil-
80 5 = 7 % 5 4 1 2 o 0 tering, and thus sharpening will often tend to uncover
Quantity of light. Q@ noise artifacts that would normally exist below the per-
ceptual threshold when viewed through ordinary display
. Certainty functions {derivatives of response curves) media. In particular, sharpening often uncovers noise in
. the shadow areas, making dark areas of the image appear
-go.s, noisy in the final print or display. Thus in addition to the
3 benefits of performing sharpening quantigraphically by
G e . applying an anti-homomorphic filter as in Fig. 3 to undo
Quantity of light, Q the blur of (5), there is also further benefit from doing the
generalized anti-homomorphic filtering operation at the
Fig.12. Relafive response functioRls ' (K ; Q) recovered from the images in pointg in Fig. 4, rather than just that depicted in in Fig. 3.
Fig. 10, plotted together with their derivatives. The derivatives of these response . . . . .
functions suggests a degree of confidence in the estifiate: F(f,) — I, 3) A third benefit of capturing more information than can be

derived from each input image. displayed, is that it defers the choice of which information
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Fig. 13. Certainty images which will be used as weights when the weighted
sum of estimates of the actual quantity of light is computed. Bright areas
correspond to large degrees of certainty.

Fig. 14. Composite image made by simultaneously estimating the unknown
nonlinearity of the camera as well as the true quantity of light incident on the
camera’s sensor array, given two input images from Fig. 10. The combined
optimal estimate ofj is expressed here, in the coordinates of the lighter
(rightmost) image. Although nothing has been done to appreciably enhance

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 9, NO. 8, AUGUST 2000

(b)

this image (e.g. the procedure of estimatingnd then just converting it back
into a picture again may seem pointless) we can note that while the im.

Fig.
appears much like the rightmost input image, that the clipping of the highl_igg

enhancement done by processifigrior to converting it back to an image
again.

15. Extreme example to illustrate nonmonotonic processi(@): An
erexposed picture shows details such as the horizon and the sail of a
bat, as seen through an open doorway, even though the sail is backlit with
”@&?emely bright light. (b) The picture is taken from inside an abandoned
fortress with no interiour lights. Light coming in from the open door is largely

lost in the vastness of the dark interiour, so that a much longer exposure is
needed to show any detail of the inside of the fortress. (c) Sharpened (filtered)

to get rid of. For example, a camera could be constructgm

ntigraphic estimatg (k,SG(Asx 4 by/éx + dy)) expressed in the
ective coordinates of the second image in the image sequence (right hand

in such away that it had no exposure adjustments: neithi@age). A dynamic range in excess of a million to one was capturédand
automatic nor manual settings. Instead, the camera wolihg estimate was then quantigraphically sharpened, with flfeesulting in a

be more like an array of lightmeters that would capture

teral inhibition effect so that the output is no longer monotonically related to
input. Notice, for example, that the sail is as dark as some shadow areas

array of light measurements. Decisions as to what Sulside the fortress. Because of this filtering, a tremendous dynamic range has
ject matter is of importance could then be made at thgen captured and reduced to that of printed media.

time of viewing or the time of printing. Such a camera
has been incorporated into eyeglasses [13], allowing the
wearer to completely forget about the camera, with no
need to worry about settings or adjustments. In this way
the wearer can capture once-in-a-lifetime moments like
a baby’s first steps, and then worry about adjusting the
exposure settings later. Exposure can then be adjusted in
the peaceful quiet of the living room, long after the picture

is captured and the confusing excitement of the moment
has passed. In this way exposure can be adjusted care-
fully in a quiet setting away from the busy and distracting
action of everyday life. Since these decisions are made
later, they can also be changed, as there is no need to com-
mitt to one particular exposure setting. Moreover, defer-
ring exposure decisions may have forensic value. For ex-
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ample, ordinary everyday subject matter and scenes mayl herefore, a strong highpass (sharpening) filteis applied
later become crime scenes, such that previously taken pic-g, to sharpen the photoquantigy as well as provide lateral
tures in those spaces may help solve a crime. A familghibition similar to the way in which the human eye functions.
photographing their child’s first trip to a grocery storeThen the filtered resultf(derj(flgx + ba/Cax + dy)), is dis-
may inadvertently capture an image of a fire exit illegallplayed upon the printed page [Fig . 15(c)], in the projective co-
chained shut in the background. A fatal fire at some timardinates of the second (rightmost) images 2. Note the in-

in the future might call for evidence against the owner dfoduction of spatial coordinates, b, ¢, andd. These compen-
the shop, where deferred choices of exposure may assigte for projection (e.g. if the camera moves slightly between
in the production of a picture exposed optimally for th@ictures), as described in [12], [13]. In particular, the parame-
fire exitin the background rather than the child in the forgers of a projective coordinate transformation are typically esti-
ground. Since the wearable apparatus transmits imagestated together with the nonlinear camera response function and

the World Wide Web, various viewers can each adjust thiee exposure ratio between pictures [12], [13].
image interactively to suit their own display and percep- As a result of the filtering operation, notice that there is no

tual capabilities, as well as their own preferences.
4)

longer a monotonic relationship between input photoquantity
A fourth benefit from capturing a true and accurate mea-and output level on the printed page. Notice, for example,

surement of the photoquantity, even if all that is desirethat the sail is as dark as some shadow areas inside the fortress.
is a nice looking picture (e.g. even if what is desired iBecause of this filtering, the dynamic range of the image may
not necessarily a true or accurate depiction of reality), i reduced to that of printed media, while still revealing details
that additional processing may be done to produce a pif-the scene. This example answers the question “why capture
ture in which the limited dynamic range of the displaynore dynamic range than you can display.”

or print medium shows a much greater dynamic range of
input signal, through the use of further image processing
on the photoquantity prior to display or printing.
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Ordinarily, humans can not directly perceive the “signal”
process numerically, but, rather, we perceive the effects of the
“signal” on perceptible media such as television screens or the
like. In particular, in order to displag(x, ), it is typically con-
verted into an imagég(g(x, %)) and displayed, for example, on
a television screen.

Fig. 14 is an attempt to display, on the printed page, a signaI[Z]
which contains much greater dynamic range than can be directlys)
represented on the page. To do this, the estifatas converted
into an image by evaluatinﬁ(l%ﬁ). Even though we see some
slight benefit, overf; (one of the input images) the benefit has [g)
not been made fully visible in this print.

(1]

(4]

6]
A. An Extreme Example with Spatiotonal Processing of -

Photoquantities

To fully appreciate the benefits of quantigraphic image pro- o
cessing, let us consider a seemingly impossible scene to photo-
graph reasonably (in a natural way without bringing in lighting (€]
equipment of any kind). [10

Fig. 15 depicts a scene in which there is a dynamic range in
excess of a million to one. In this case, two pictures were capgll
tured with several orders of magnitude difference between the
two exposures. Thus the quantigraphic estirjdtas far greater
dynamic range than can be directly viewed on a television olt2]
on the printed page. Display ¢f(k;¢) would fail to show the
shadow details, while display gf(k,q) would fail to show the
highlight details. (13]

In this case, even if we use the virtual camera architecture
depicted in Fig. 5, there is no single value of display exposur¢i4]
k4 for which a display imagé, = f(k4q) will capture both the
inside of the abandonded fortress and the details looking outsixﬁeg%
through the open doorway.
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